
The intelligent agent combines
the things a computer does best�sorting and
sifting through massive data while remaining

immune to fatigue, stress or environmental
factors. . . . It provides concise, relevant and

explainable information the commander
can consider when making decisions. This is

how we can use intelligent agents in the
command post of the future.

A COMMANDER�S ABILITY to make good
decisions under adverse conditions can decide

a battle. Seventy-two hours into an operation, he
may be running on catnaps and caffeine.

At the tactical operations center, the operations
officer briefs three possible courses of action
(COAs) for a new mission. The operations officer
recommends the first COA with conviction, then
explains its advantages. Something about the COA
is troubling the commander. Perhaps fatigue, stress
or some other distraction is preventing him from
recalling the lesson learned from other battlefields
or training events that would affect his decision. The
commander makes his decision but has a feeling that
there is a better way�he needs more time, more
information or a clearer head.

The decisions commanders, staff officers and
warfighters make are driven by education, training,
experience and personal preference. A lifetime of
learning allows them to set goals, assess conditions,
identify and evaluate alternatives, and make quick,
complex decisions. The human mind can make re-
markable decisions under extraordinary condi-
tions�an ability technology lacks. However, the
mind is subject to adverse effects by environmen-
tal factors such as fatigue, stress and hunger. It is
well documented that decisions made under these
conditions are generally inferior to those made by
well-rested, fed, comfortable and relaxed leaders.
The US military strives to select commanders based
on their proven ability to make good decisions un-
der adverse conditions.

The opening scenario provides a good example
of decision making under adverse conditions. Con-
sider the same adverse conditions�with another
decision-making tool for commanders.

A computerized intelligent agent is programmed
with lessons learned from classrooms and training.
The software runs on the same computers that are
used to type memos and create briefing slides. It
accesses the data in the battle command systems and
planning tools, including powerful networked com-
puter systems, handwritten notes and sketches.

The intelligent agent is oblivious to time, tempera-
ture and a commander�s physical and mental con-
dition. Based on all available information, it evalu-
ates the COAs and lists each strength, weakness and
issue in a matter of seconds. The commander
quickly scans the list, discards some COAs and con-
siders others until he reaches the element critical to
the decision. Based on his judgment, his staff�s rec-
ommendations and a few key factors that he might
otherwise not have had the energy or awareness to
identify, he decides.

The strengths, weaknesses or issues might be
based on planning considerations learned by a lieu-
tenant in basic course; discovered by a captain dur-
ing an after-action review; or noted during senior
service college. They might be based on new en-
emy tactics observed during a battle yesterday. The
intelligent agent combines the things a computer
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When asked to explain a decision,
most people point out one or two fragments
of key information. They generally find it

difficult to generate quickly a thorough list of
salient facts or establish the relationships
between those facts. Furthermore, thor-

oughly explaining how one reached a specific
decision often falls far short of providing

a general solution.

does best�sorting and sifting through massive data
while remaining immune to fatigue, stress or envi-
ronmental factors�with the things a human can do
best, such as learning from experience. The agent
combines doctrine and tactics with lessons learned
throughout military history. It does not replace the
commander or make the commander�s decisions; it
provides concise, relevant and explainable informa-
tion the commander can consider when making de-
cisions. This is how we can use intelligent agents
in the command post of the future.

Learning Agents Laboratory
Automated decision support systems, expert sys-

tems and intelligent agents are not new but have
played a limited role in military command and con-
trol or support systems. Even with today�s rapid growth
in computing power and connectivity, most software
products that claim to be intelligent do not solve com-
plex, real-world problems. Government, industrial
and academic researchers have made recent progress
in moving intelligent systems from hype to reality.

A novel approach to creating and using intelligent
agents to solve complex military problems is under
way at the George Mason University (GMU) Learn-
ing Agents Laboratory (LALAB). The research goal
is to develop methods and tools that will allow us-
ers with minimal computer skills to build, teach and
maintain intelligent software agents easily.1 This
approach allows users to teach the agent to perform
tasks as they would teach an apprentice or student.
The agent is given examples and explanations; then
its behavior is supervised and corrected.

This research was done as part of the Defense
Advanced Research Projects Agency (DARPA)
High-Performance Knowledge Base (HPKB)
project with additional support from the US Air
Force Office of Scientific Research and the US
Army Battle Command Battle Laboratory. The
HPKB project�s goal was to produce the technol-
ogy for rapidly constructing large knowledge bases
that comprehensively cover topics of interest, are
reusable by multiple applications with a variety of
problem-solving strategies and are maintainable in
rapidly changing environments.2

The organizations participating in HPKB were
challenged to solve knowledge-based problems in
a particular domain and then modify their systems
quickly to solve further problems in the same domain.
The exercise tested the claim that large knowledge
bases can be built quickly and efficiently with the
latest artificial intelligence (AI) technology. The

work continues as part of the DARPA Rapid
Knowledge Formation project with Air Force and
Army support. DARPA�s independent evaluations
and experiments at the BCBL show that with the
right approach, intelligent agents can solve complex
real-world problems and be rapidly built and easily
maintained.

The Traditional Approach and Bottleneck
Whether the domain is nuclear physics or grocery

shopping, we are all experts at something and con-
tinually make decisions, sometimes instantly. We
learn this from birth so that our decision-making
acumen is based on experience, training and habits
of a lifetime. Recognizing and demonstrating the
ability to make rapid, sound decisions is easy; cap-
turing and explaining how and why we make the
decisions is more difficult. Bad decisions are gen-
erally no easier to explain and document than good
decisions. When asked to explain a decision, most
people point out one or two fragments of key in-
formation. They generally find it difficult to gen-
erate a thorough list of salient facts quickly or es-
tablish the relationships between those facts.
Furthermore, thoroughly explaining how one
reached a specific decision often falls far short of
providing a general solution.

Consider the task of buying a loaf of bread. Take
a moment to capture all of the information neces-
sary to complete the task:
l Funds to purchase the bread.
l A place to purchase the bread.
l Transportation to reach the bread.
l The type of bread.
l The method of payment used for the purchase.
What about �paper or plastic?� We almost never

complete the list on the first try, and neither will ex-
perts when they attempt to capture all of the steps
and factors in complex problem solving.

A major barrier to building intelligent systems that
solve human problems is called  the �knowledge-
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acquisition bottleneck,� which results when trans-
ferring knowledge from the expert to the computer.
The traditional approach to knowledge acquisition
and agent development involves interaction between

a trained knowledge engineer and a domain expert.
The knowledge engineer must learn what the expert
knows and how the expert uses that knowledge to
solve problems. The knowledge engineer uses vari-
ous tools and techniques but relies primarily on per-
sonal observation and interview.

Indirectly transferring knowledge from an expert
through a knowledge engineer and finally to a com-
puter system is particularly difficult because experts
express their knowledge differently from the way
it must be represented in the intelligent system.
After providing background knowledge, the expert
must verify and correct it where appropriate. Such
an indirect transfer makes acquiring usable knowl-
edge slow, painful and inefficient.

Consider the development of a hypothetical ex-
pert system. Joe is a nuclear engineer, has worked
at his profession for 30 years and is his plant�s lead-
ing expert. Plant managers hire an information tech-
nology (IT) firm to develop an agent to assist, or
even replace, Joe. The IT firm assigns a knowledge
engineer to elicit, document and formalize Joe�s
knowledge and problem-solving process. The
knowledge engineer takes a year to understand and
capture what Joe knows. The captured knowledge
summarizes that when the red light on his control
panel flashes, he presses button number five to pre-
vent the plant from exploding. The knowledge en-
gineer then takes another year to complete the
knowledge base that represents Joe�s knowledge and
to program and debug a system that uses that knowl-
edge to solve appropriate problems.

After the second year, the knowledge engineer
returns to the nuclear plant with his completed sys-
tem and a bill for two years� work. To his surprise,
he finds that Joe has retired, and the plant has up-
dated Joe�s control panel with a version that no
longer includes a red flashing light or button num-
ber five. The system he has spent two years build-
ing is irrelevant. In the end the system is unused,
the plant has wasted time and money, and the IT
firm�s reputation has taken a blow. Everyone in-
volved with this kind of system knows that there
has to be a better way. Acknowledged weak-
nesses in this traditional approach include:
l Limited ability to reuse previously devel-

oped knowledge.
l Slow, inefficient knowledge acquisition.
l Slow knowledge adaptation.
l Limited scalability in building agents.3

Acquiring Knowledge for Decision Making
How can a subject matter expert (SME), with no

knowledge engineering experience and very limited
support from a knowledge engineer, train an intel-
ligent agent to solve problems? To answer this ques-
tion we developed the Disciple theory, methodol-
ogy and learning shell, in which the SME teaches
the agent to perform various tasks that an expert
would teach an apprentice. The agent learns directly
from the expert, building and refining its knowledge
base. Over several years increasingly advanced in-
telligent agents have emerged from the Disciple
family.4

The knowledge base of a Disciple agent consists
of an ontology that defines the terms from the ap-
plication domain and a set of rules expressed with
these terms. The Disciple strategy is to replace the
difficult engineering tasks required to build a knowl-
edge base with simpler tasks that the SME can
perform.

Building a knowledge base requires creating
an ontology that defines the application domain,
defining problem-solving rules or methods, then
verifying and updating them. These tasks require
creating formal sentences and formal explanations.
In the Disciple approach, these tasks are replaced
with simpler tasks that an SME can perform with
limited support from a knowledge engineer. Instead
of creating an ontology, the expert need only
update and extend an initial ontology imported
from existing repositories of knowledge. Instead
of defining a complex problem-solving rule, the ex-

A major barrier to building intelligent
systems that solve human  problems  is called

the �knowledge-acquisition bottleneck,� which
results when transferring knowledge from the

expert to the computer.

Our goal was to create a tool in the
Disciple COA critique agent that contained a

common understanding of principles and tenets
but was flexible enough to allow the experts

training and using the system to
personalize them rapidly.

48 March-April 2001 l MILITARY REVIEW



pert only defines a specific ex-
ample of a problem-solving epi-
sode because Disciple will learn
a rule from that example. In-
stead of debugging a complex
problem-solving rule, the expert
critiques specific examples of
problem-solving episodes, and
Disciple will update the corre-
sponding rule accordingly. Most
of the time, the expert will not
need to create formal sentences,
just understand the sentences
Disciple generates. The expert
will not need to provide formal
explanations, just informal hints
so Disciple can generate plau-
sible explanations. The expert
chooses the correct ones.

Disciple
A challenge for the second

phase of HPKB was critiquing
COAs for ground combat op-
erations. The participating
teams used a common ontology
that the research organizations
participating in HPKB devel-
oped. This was a new challenge
since we had used only ontolo-
gies Disciple had developed
directly, which were particu-
larly well suited to our learning
and knowledge-acquisition
methods.

The US Army provided the
COAs in a standard military
format consisting of a multi-
paragraph description and a
graphic representation of the
COA using standardized sym-
bols for units, activities and
geospatial relationships. The
Disciple agent identifies COA
strengths and weaknesses with
respect to the principles of war
and tenets of Army operations.5 To develop the
agent�s knowledge base, we performed a task-based
modeling of these principles and tenets. Task-based
modeling relates military units to their assigned tasks
by determining whether tasks are appropriate for the
unit type, size or condition, or whether completion

of the tasks contributes to mission success.
A common understanding of the principles of war

and tenets of operations is well-documented in mili-
tary literature. US Army Field Manual (FM) 100-
5, Operations, states: �At all levels of war, success-
ful application of maneuver requires agility of

[Intelligent agent] software runs on the same
computers that are used to type memos and create briefing

slides. It accesses the data in the battle command systems and
planning tools, including powerful networked computer

systems, hand-written notes and sketches.
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35th Infantry Division soldiers
working in a mock-up of a
tactical operations center at
Fort Leavenworth, Kansas.
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thought, plans, operations and organizations.�6 Ex-
perts disagree on the interpretation and application
of such a phrase, and the principles and tenets are
just the beginning of a critique. Our goal was to cre-
ate a tool in the Disciple COA critique agent that
contained a common understanding of the principles
and tenets but was flexible enough to allow the ex-
perts who train on and use the system to personal-
ize them rapidly.

Building Disciple Agents
We have developed a methodology for an SME

to build an intelligent agent that has the following
characteristics:
l Natural to the expert providing the information.
l General enough to use in a variety of domains.
l Thorough enough to support teaching-based

ontology development.
l Flexible enough to support explanation genera-

tion and multistrategy learning.
While Disciple includes the complete set of

knowledge-engineering tools necessary to develop
and train intelligent agents, common sense and ex-
periments show that developing agents that solve
complex problems is most effective and efficient
when the agent already possesses background
knowledge. For example, if we train an agent to

identify whether a COA contains the element of
surprise, we do not explain what a tank or a tank
company is. Background knowledge is available
from multiple sources, and Disciple can import this
knowledge so a domain expert does not start from
scratch to train agents. When an agent-training epi-
sode requires providing new background knowl-
edge, a suitable Graphical User Interface allows
the expert to do so.

Background knowledge, such as unit hierarchy,
organization and equipment, was imported from the
CYC knowledge base for Disciple to use. Informa-
tion for each training or critique came from the COA
sketch and text.7 The Artificial Intelligence Appli-
cations Institute and Northwestern University par-
ticipated in the HPKB project and developed the
tools that converted the sketch and text to data files.
This information is collectively called an ontology.
A Disciple ontology includes objects, features and
tasks, all represented as frames, according to the
Open Knowledge Base Connectivity knowledge
model.8 A domain expert training a Disciple agent
is not required to work directly with the ontology
structure or knowledge base, but generally under-
standing the structure and information in the knowl-
edge base makes the expert a more efficient trainer.

50 March-April 2001 l MILITARY REVIEW



The figure presents a fragment of the object on-
tology used to model the COA domain. The upper
part of the figure represents the top level of the ob-
ject ontology that identifies the types of concepts
represented. The left part shows a fragment of the
hierarchy of the modern military organization. The
levels of this hierarchy are specific military units,
corresponding to a specific COA to be critiqued
by Disciple. Each concept and instance of the
object hierarchy is described by specific features
and values.

Our methodology for explaining and docu-
menting decision making or problem solving to
a Disciple agent is task reduction. Task reduction
takes a complex problem and reduces it into a
series of simpler tasks until what remains is a
problem that contains enough information to
reach a conclusion.

Whether teaching a human or a machine to solve
a problem, teachers must know how to solve a prob-
lem before they can explain the process. Make no
mistake about it�analyzing, documenting and
checking decision-making details is not a natural
process for experts unless they also routinely teach
aspiring experts. Teaching a Disciple agent consists
of identifying the sequence of steps (task reduction)
to Disciple and explaining when and why you move
from one step to the next. The explanations could

be a series of considerations or questions to ask at
each step and the corresponding answers that would
lead to the next step (task). The questions and an-
swers are expressed in natural language, and when
combined with a diagram representing the problem-
solving steps, they serve as a script for the interac-
tion between the expert and Disciple during an
agent-training episode.

Disciple learns a general plausible version space
task-reduction rule as the expert indicates each task-
reduction step (represented by a task, a question, its
answer and a subtask). This complex �if-then� struc-
ture indicates the conditions under which the task
from the �if� part of the rule can be reduced to the
task (or tasks) from the �then� part of the rule. How-
ever, instead of a single applicability condition, a
rule specifies a plausible space of hypotheses for its
condition. A plausible upper-bound condition and

The expert defines a specific
example of a problem-solving episode

because Disciple will learn a rule from that
example. Instead of debugging a complex

problem-solving rule, the expert critiques
specific examples of problem-solving
episodes, and Disciple will update the

corresponding rule accordingly.
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Disciple learns a general plausible
version space task-reduction rule as the expert

indicates each task-reduction step. This complex
�if-then� structure indicates the conditions

under which the task from the �if� part of the
rule can be reduced to the task (or tasks) from

the �then� part of the rule. . . . In the traditional
approach, experts must explain this reasoning

to knowledge engineers who manually
encode this knowledge into problem-solving

rules and debug them.

a plausible lower-bound condition represent this
plausible version space. During further learning
from the expert, these two bounds will converge. In
addition to conditions necessary for the rule to ap-
ply, the rule may have several �except when� con-
ditions that should not hold for the rule to apply. The
rule may also have �except for� conditions (that
specify instances that are negative exceptions to the
rule) and �for� conditions (that specify positive ex-
ceptions). Much of the power of the Disciple ap-
proach comes from the plausible version space rule.

The expert never has to see or deal with these
problem-solving rules, only with specific examples.
In the traditional approach, experts must explain this
reasoning to knowledge engineers who manually
encode this knowledge into problem-solving rules
and debug them. With Disciple, the expert directly
teaches the agent that learns and refines such rules
by itself.

Training a Disciple agent is an iterative process
of providing examples and explanations to the agent,
letting the agent attempt to solve problems and ex-
plaining why its solutions are right or wrong. Us-
ing the Graphic User Interface, the expert indentifies
the problem to be solved. Disciple will attempt to
solve the problem by applying plausible version
space rules that reduce the problem to simpler ones.
The expert examines these solutions and has three
options. If the expert does not find a correct solu-
tion, he provides a solution and helps the agent to
understand it, and Disciple learns a new plausible
version space rule. If the expert finds a suitable so-
lution among those proposed, Disciple generalizes
the rule that produced that solution. If the expert
finds an incorrect solution, he rejects it and helps
Disciple to understand why the solution is wrong.
This helps Disciple isolate the rule that produced the
wrong solution so it does not generate such a solu-
tion in the future. This way, Disciple continuously
learns from the expert while extending and improv-
ing its knowledge base.

One of the major strengths of the Disciple ap-
proach is that the expert does have to conduct per-
fect or comprehensive agent training. Training flaws
show up immediately when Disciple solves prob-
lems on its own, and the expert merely examines
Disciples� solutions and explains where it went
wrong. Extremely important, Disciple learns
through example. Training an agent to critique
COAs requires examples of COAs�both an advan-
tage and disadvantage. The obvious disadvantage is

that example data is required. The advantage is that
most experts naturally examine an example and of-
fer explanations based on that example.

Experimental Results
The Disciple methodology and the developed

Disciple agents were tested with other systems as
part of DARPA�s annual HPKB program evalua-
tions. The experiment results show that the Disciple-
based agents, built by teams of experts and knowl-
edge engineers, were highly effective in solving
complex problems and produced high knowledge-
acquisition rates, outperforming the other systems
developed in HPKB for the same challenge prob-
lems.9

After July 1999 we concentrated our efforts on
designing and conducting a one-week knowledge-
acquisition experiment at the US Army Battle Com-
mand Battle Lab, Fort Leavenworth, Kansas. The
experiment demonstrated that military experts can
directly teach Disciple agents how to critique a COA
using several principles of war and tenets of Army
operations.

Our SMEs were four US Army, active duty com-
bat arms officers with 16 to 22 years of military ser-
vice, who had previous knowledge-engineering ex-
perience. The Discipline experiment contained three
phases�a training phase for the experts (days 1-3),
an experiment phase (day 4) and a joint discussion
of the experiment (day 5). The expert training phase
presented the purpose of the experiment, the history
and status of AI, structure and content of the COA
ontology, and practical exercises using Disciple.

During the experimental phase, the officers
trained Disciple agents to critique COAs on prin-
ciples of the offense and security, starting with a
knowledge base containing the complete ontology
of objects and features�but no rules. Their train-
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Developing agents that solve
complex problems is most effective and

efficient when the agent already possesses
background knowledge. For example,

if we train an agent to identify whether a
COA contains the element of surprise,

we do not explain what a tank or
a tank company is.

ing episodes with the agents lasted approximately
three hours, and they did not receive any significant
assistance from knowledge engineers. All experts
extended the knowledge base of Disciple-COA with
28 tasks and 26 rules, following a model for COA
critiquing they received at the beginning of the ex-
periment. At the end of the experiment, their sur-
veys gave high scores to Disciple�s usability and
usefulness.

This experiment was the biggest accomplishment
of our research in 1999. It is the first time an SME
with no prior knowledge-engineering experience
has trained an intelligent agent to solve a com-
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plex problem and extended a significant knowl-
edge base. Moreover, this occurred quickly, with-
out a knowledge engineer�s significant support.

As part of DARPA�s HPKB program, the Dis-
ciple approach to intelligent-agent development
was conducted and concluded that:
l It significantly speeds up the process of

building and updating an intelligent agent and its
requisite high-performance knowledge base.
l It enables domain experts to rapidly learn

problem-solving knowledge with limited assis-
tance from knowledge engineers.
l It provides problem-solving knowledge suf-

ficient for the agent to generate highly correct
solutions.

Our long-term vision is to develop a capabil-
ity that will allow typical computer users to build
and maintain intelligent agents and knowledge
bases as easily as they use personal computers for
text processing or electronic mail. This research
intends to change intelligent agents from being
programmed by a knowledge engineer to being
taught by an SME.
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